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Components

Introduction
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about !@#

Proprietary closed source

Rewrite of core hadoop technologies in 
system language - C/C++

API compatibility with Apache Hadoop.
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Maprfs://

 MapR FileSystem

 Full NFS Support

 Hadoop API Compatibility

 Support for volumes and network 
partition on cluster.
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MaprDB ~ HBase

MapR DB

Real-Time Operational Analytics

Minimal Administrative Overhead

Fine Grained Security

Optimized for SSDs

Native JSON support

OJAI support
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Streams ~ Kafka

MapR Streams

Persistence of streaming data

Unified security framework

Utility-grade reliability

Geo-replication capability

Kafka API
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Security – Tickets...

Centralized Auth
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Case Study

 

Building IOT Scale – data ingestion 
platform.
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...

Our Case

 Collect wifi router data through 
TCP/IP channel.

 20,000 devices.

 Short messages of 0.1 – 10K Kb

 Scale of 1 tb/day ingestion volume.



10
...

Before

Akka http framework to receive TCP/IP 
bound messages. 

Apache Kafka – Distributed Message 
Queue.

 Cassandra – Data Storage, analytic 
reporting.

 Apache Spark – Computation platform.

 Distribution – CDH – 5.4 
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...

Challenges

 Kafka partitions occasionally went 
down.

 Kafka security – this is before 0.9

 Cassandra compaction cycle – excess 
load on server.

 Spark Streaming jobs occasionally went 
down.
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...

Still Before

 LibUV  developed multi-threaded C 
daemons.

Migrate Akka receiver programs to C. 

Migrate Spark Streaming essential jobs to 
C.

 Librdkafka & libcassandra are excellent 
libraries.

 Libcassandra is Cassandra equivalent of 
asynchbase only better.
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...

After
C custom daemons to receive TCP/IP inbound sensor 
data.

MapR Streams – Distributed Message Queue.

MapR DB – Operational Storage.

MySQL cluster – for partner's need for accessing 
data.

Spark Streaming – Computation & Aggregation

MapR DB/Document storage – real time reporting 
needs.

MaprFS – Archiving 
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Stockholm syndrome

I miss..

Cassandra
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$$$

I gain...

Performance and reliability

Zero downing of daemons.

Lesser cluster spikes.

More cluster resources to do computation tasks.

Less maintenance headaches
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Look Ma no hands..

Lesson learned

Its a bi*** developing things on C but its worth it.

Maintaining “State” in spark streaming is limited. 

MapR Streams C API is known to have deadlock in 
subscriber api.

NAT is not supported by MapR . 
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Compatibility

MapR Compatibility

 Spark/Streaming Programs can 
seamlessly migrate MapR platform without 
any code change.

 MapR C programs can be build using 
libHdfs, libHbase or libMaprClient
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